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1. Preliminaries
1.1 We note with B, the set {0,1} together with the discrete topology, the order 0£1 and the
laws ' A ' the modulo 2 sum, respectively '>' the product.

1.2 We note with the same symbols 'A ', 's' respectively ':' the modulo 2 sum and the

product of the binary functions, respectively the product of the binary functions with binary
scalars.

1.3 The convergence of the sequence w,,T B,,nl N consistsin the next property:

$al B,,$NT N,"n® N,w, =a (1)
If the (unique) limit a is mentioned, then we have the usual notations w,, ® a or
limw, =a (2
n® ¥

1.4 We note with || the number of elements of afinite set.

1.5Let w1 B,,il | abinary family, or afunction w:1 ® B,
not R
we = w(i),il | Q)
Its support is by definition the set:
suppw={i|w =1 ={i |w(i) =3 2

1.6 If the support of w isfinite, then we define the modulo 2 summation
11| supp w|isan odd number

AW =] .
i 10, supp w|is an even number

(1)
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where 0, the number of elements of /A, is by definition an even number; if the support of w

isinfinite, then X w; isthe symbol of ageneralized divergent series.
i

1.7 Theleft and the right limits j (t- 0),j (t+0) and the left and the right derivatives

D7j (t),D7j (t) of thefunction j : R® B, binary numbers (t fixed), or binary functions (t
variable) are defined like this:

$t'<t," xI (t',t),j (X)=j (t- 0),tT RU{¥} (1)
$t'>t," xT (t,t),) (X)=j (t+0),tT {-¥}UR 2)
D7j (t)=j (t- OAj (t).tT R ©)
DY} (1) =j (t+0)Aj (t)tT R 4

1.8 Other notations for the left limit and the right limit functionsof j arej ~ :RU{¥}® B,

respectively j * :{-¥} UR® B,.Weshall alsonotewith j ~,j * the restrictions of the
previous functionsto R.
1.9 The conditions of existence of the left limit and of Ieft derivability, respectively of
existence of the right limit and of right derivability coincide. If they are fulfilled under the
form:

j(t- 0) andj (t+0) exist
then | iscalled differentiablein tT R andif ) isdifferentiableinany t, thenitissimply
caled differentiable, [3].

1.10 The space of the R® B, differentiable functions is noted with Diff or Diff Y anditis
a B,-agebra (relative to the sum of the functions ' A ', the product of the functions '3' and
the product of the functions with scalars ":").

1.11 We note with ¢ o : R® B, the characterigtic function of the set Al R.

1.12 Theorem (of representation of the R® B, differentiable functions) The next conditions
are equivalent:
a j | Diff
b) the families t,1 R,a,,b,T By,zl Z exist sothat
b.1) ..<t 1 <tp <t <..
b.2) " t',t"T R,(t',t")U{t, |zl Z} isfinite
b3) (= X (822111 VA D210ty 17,0) V) L)

1.13 In the previous theorem, ared family {t, |zl Z} that satisfies:

i) the condition b.1) iscalled strictly increasing
ii)the condition b.2) iscalled locally finite

1.14 Being given j 1 Diff likeat 1.12, the families (t,),(a,),(b,) are not unique, as we can
easily see.
1.15 We show the way that the Diff ® Diff operators of taking the limit and the derivative
act on thefunctions j from 1.12 (1):

(- 0= X byt C(ty,1500)® €
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D7j(t)= zTXZ by41C (1, 1,01 O A zTXZ (@7 (1,3 () A byyy Xt t,,0) (D) 2
= ZTXZ(aZ Ab,) i,y (1) = ZTXZ D7j (tz) >3 (1)

and similarly for j (t+0),D¥j (t).
1.16 Conclusions @) There exist |eft-right dualities that will not always be treated in full

details.
b) The operators of taking the limit and of derivation are linear
0) j(t-0-0=j(t-0 )
j((t-0)+0)=j (t+0) )
DD =D (3)
D'D"=D" (4)

d) Thesets supp D™ j ,supp Dj arelocally finite.
1.17 We refer to 1.12 and we show the way that the R?® B, differentiable functions are

represented (are defined). The next statements are equivalent by definition:
a) j »1 Diff @ (the B,-algebraof the R>® B, differentiable functions)
b) the families t,,uy T R,axy,02y:Cay:d | Bo,z,WI Z exist so that
b.1) {t, |zl Z},{uy |wl Z} arestrictly increasing
b.2) {t, |zl z},{u, |wl Z} arelocally finite
b.3) j o(t,u) = ZTXZ WTXZ (@zw >t (1) 2Cruy (U) A byysg 3Crt,3 (1) °C gy upys) W) A

A Ca1w > C ity t541) ) Crugt WA dziaws1°C 1.1, 0 °C Uy uep) W) (D)
2. The Space of the Test Functions

2.1Let ] :R® B, andthe next conditions:

a) j 1 Diff
b) | hasaright limitin - ¥ and aleftlimitin ¥ and these limits are null:
jC¥+0)=j(-0=0 1)
C) there exist the real numbers t'<t" sothat suppj | [t',t"] i.e. ] vanishesoutside a
compact set

d) j isof theform

J ©=] (t0) g OAT (2520 iy DA} )Ty OA] (52) e 1y DA (2

AT e ) O AT () g O

where tT RkT N and tg<t; <..<ty4;
e) suppj belongstothesetring S (relativeto D,U) generated by the sets of the
form (tg,t;),{to} where to,t;,t,1 R.

2.21f | fulfills one of the next equivalent conditions from 2.1:
a)andb) U a@andc) U d) U e
then it is called test function, or fundamental function.
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2.3Wenotewith D the set of the test functions (also called the fundamental space),
organized from an algebraical point of view as B, -algebra

2.4 The next property A A X
yl Diff,jl D b y> 1D (@)
showsthat D isanided of Diff .

25Wenotefor tT R and h:R® B, arbitrary:

def
h (t) = h(t- t),tT R (1)

2.6 Itiseasily shownthat j T D impliesj,j ~,j 1 D . Moreover, suppj 1 [tg,ty+1]
implies suppj ¢ 1 [tg+1,t.q +t] and suppj ~,suppj ™ 1 [to,t4q] .

2.7 Let us consider thetriple (y,(t,,),j ), where y T Diff ,(t,,) isareal positive sequence
convergingto 0 and j T D . It defines the following sequences of test functions:
(y 2 tn),(y 2] -tn) that we shall call left convergent, respectively right convergent.

3. Regular Distributions

3.1 The By-algebra | | o, OF '(ngc

f :R® B, with alocally finite support:
"t R, (t',t")Usupp f isfinite
It isa subalgebraof Diff .

of the locally integrable functions consists in the functions

3.2 The By-algebra |y of the integrable functions consists in these functions g: R® B,
that have afinite support.
Itisasubalgebraof || .

¥
3.3 Let gl ly.Wenote by (P theintegral of g defined in thisway:
- ¥

¥
9= 2 9X) )
-¥

34Let f1 1 o alocaly integrablefunction. It defines the function [f]:D ® B, inthe

following manner:
¥

[f1G)= of 5.1 D 1
- ¥

3.5 Remark If suppj I [tg,tx4q] then

supp fj =supp f Usuppj T supp f Ultg,tk+1] (1)
isafinite set, thus the integral 3.4 (1) has sense.
3.6 Let ussupposethat | isgiven by theformula2.1 (2), where tg,ty,...,t+1 are chosen so
that supp f U[tg,tx+1] 1 {to.t1,....tksq} (thisisalways possible without the loss of the
generality). Then:
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F()] (1) = f(t0)*] (to) ey A (1)) () >cpey DA... (D)
A (1)) (k) *Cptge 3
where tT R and it takes place
[£1G)=f(to)] (to)A f(t)>] ) A A f(tksn)] (tesn) 2
3.7 Theorem The function [ f] satisfies:
a) itislinear
b) for any triple (y,(ty).j ), where y T Diff ,(t,,) isareal positive sequence that
convergesto 0 and j T D , the binary sequences ([ f](y *j tn)),([f](y ] -tn)) are

convergent.
Proof b) We suppose that j isgiven by the formula 2.1 (2) and

supp f Ultg,tys1]T {to.tq, ..o tsq} - Then supp f 3y Ultg,teaq] T {tg,ty,....tx 41} a@lsoand
thereexists NT N such that for any n3 N we have:
[FIY %) 1) = Ft)°y ()0 (- O)A A f(ta) oY (k1) °] (tkan - O) 1)
[F10 2] - t,) = f(t) 2y (t0)] (to +O) A A £ (t)2y (1) (t +0) @

3.8 A simple and important property of the function [ f] isthefollowing: for any tT R, Ci

isatest function and
[fl(cy) = XTXR f(X)ciy(x) = (1) 1)

3.9 Proposition Let f, ;T 1 4. If

"JTDLIF1G)=[f1G) )
then f and f; areequal.
Proof Let us suppose that there exists tyT R with

f(to) * f1(to) @)
Thisfact implies, taking into account 3.8, that
[f1(Cttqy) = T (to) * Talto) =[Fal(Cqtgy) ©)

which contradicts (1).

3.10 We discuss the behavior of [f]:D ® B,, where f1 I, relativeto translations and
let tT R an arbitrary number. Because fi 1 1|, it makes sense to speak about the function

[fi]1:D ® B,.
Forany j T D the next equations are true:
[fel()= X fr ()] ()= X f(x-t)] (x)= X f(x):] (x+t)= 1
xI R xI R X1 R

= X () () =[F10 -1)
xT R
3.11 We discuss the behavior of [f]:D ® B, relativeto the product with a differentiable
function. We see that for any differentiable function y T Diff and any test function j T D :
- thefunction y > f islocally integrable (i.e. 1 o isanideal of Diff )
- thefunction y ) isatest function (see 2.4)
so that we can define [y > f]:D ® B,. Itistrue:
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¥ ¥
[y xf1G)= gy xf)54 = of Xy ¥)=[f1(y 5) )
- ¥ -¥
3.12 The value of the function [ f] inthe ‘point’ ] isnoted by tradition with <[f],j >,
<[f](t),j (t)> (abusivenotation!), or ([f1,j ), respectively ([ f](t),j (t)) instead of [f](j ).

3.13 Thefunctions[f]:D ® B,, where f1 1, that have been discussed in this paragraph
are called regular distributions, or distributions of function type. It issaid that [ f] isthe
regular distribution defined by the function f , or that is associated to the locally integrable
function f .

4, Distributions

4.1 1tiscaled distribution afunction f:D ® B, that fulfills the following conditions:

a) itislinear

b) for any triple (y,(tp).j ), where y T Diff ,(t,,) isareal positive sequence that
convergesto 0 and j T D , the binary sequences (f (y 3j tn))’ (f(y 3 -tn)) are convergent.

4.2 By tradition, the value of adistribution f inthe ‘point’ | isnoted with < f,j >,
< f(t),j (t)> (abusive notation, because tT R cannot be the argument of ), or (f,j),
(f(t),j (t)) instead of f(j).
4.3 a) The definition 4.1 restates the properties of the regular distributions that were expressed
in 3.7 and which were considered to be essential.
b) We have already a remarkable example of distributions, that is the regular
distributions.
4.4 The definition 4.1 leaves open the possibility that the following assertion:
$97 Igc,"J 1 D < f,j>=<[g],j >
should be not true, thus f may be not aregular distribution. In this situation, the distribution
f issaidtobesingular.
4.3 The fact that some distributions may be identified with the locally integrable functions,
existing however distributions that can be identified with no (locally integrable) function was
the cause for which I.M. Gelfand and G.E. Shilow have called the distributions generalized

functions. The two great mathematicians were working with real functions, but we shall show
the existence of the generalized pseudo-boolean functions a little later.

4.6 In order to interpret the conditions of convergence 4.1 b) let us suppose for the beginning
thatin (y,(tn).j ),
y =1 D

(the constant function). In this situation we get for f :D ® B, the transposition of the
condition of differentiability (see 1.9) of x: R® B, written under the form:

by) for any couple ((t),t) inwhich (t,,) isareal positive sequence that converges
to Oand tT R isarea number, the binary sequences (x(t- t,)), (x(t+t,,)) are convergent.

Thus, when y T Diff isarbitrary, 4.1 b) expresses under a sufficiently general form
the idea that the distributions are “differentiable’.
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4.7 The problem that we put isif, continuing the previous idea, the way that

X(t- t,) ® x(t- 0) wehavealso < f,y % ty >®< f.y¥ >or<f,j th >®< f,j- >.
We shall show that the answer is generally negative.

4.8 We define the parity function p: N ® B, by:

ilLnisodd
PM =14 i 1
0,niseven
see again 1.6 for another definition of the same type.
4.9 It iseasly shown the next property of p:
p(m+n) =p(m)A p(n), mnl N (1)
4.10 Proposition Thefunction f :D ® B, defined by:
<f,Clagpp) A-A C(ap,bp)AC{cl ..... o} >=P(P+K) D
isadistribution, where p,k1 N and where, by definition:
p=0pP C(allbl) A A C(apvbp) =0
k=0b C{Cl ,,,,, ck} 0
the null functions.
Proof f isobviously linear (see also 4.9) and on the other hand the binary sequences
(<f,y th >), (< f,y 3] “th >) become constant starting with a certain rank.
4.11 Counterexample for 4.7 We take
] =Cy «y
th=- 2
y =1 3
and we havefor f likein4.10 (1)
Jth=C 1 4,1 (4)
"Gt
I~ =coy )
< f,C(A,HL) >=p()=1* 0=p(2) =<f,c(oy > (6)
n+l" n+l

where nl N.

4.12 Let the distribution f:D ® B, and y T Diff,j T D . The condition 4.1 b) implies that
the function g: R® B, defined in the next manner:

gt)=<f,y>j¢>tl R D
isdifferentiablein the origin. Since y, ] are arbitrarily chosen, they can be replaced by their
trandationswith t , whence it followsthat g isdifferentiableinany t .

4.13 Theorem Let the distribution f :D ® B, . The next statements are true:
a) Thefunction g: R® B, defined by
gty=<f,j{>ti R (1)
isdifferentiable, where j T D .
b) The functions Fy,h:R® By,
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Fo(t)=<f,ciy > 2
h(t) =< f ,C(to +t,t1+t) >, ti R (3)
are differentiable.
c) Thefunctions X,y: R® B,

X(t) =< f,Cq.1) > (4)
y(t) =< f.C(r1p) >t1 R ©)
are differentiable, to1 R.

Proof We show that the function x given by (4) hasaright limitin t;1 R, where t; is
arbitrary.

Casel t; <tg (6)
For any real positive sequence t,1 (0,tg - t),nT N that convergesto 0, we have:

<f.Cip sty >=<f.cg>=<f0>=0n1 N 7

Case? 13 to (8)

We suppose against all reason that x does not have aright limit in t;, thus the next
positive convergent to O sequences exist: (t,), (ny) with

<f.Cpy+ty) >® a €)
< f,Cg,y+ny) >® aAl (10)
where al B, . We take the numbers ti and tb o that:
t <tg £t <ty (11)
and NI N existsgivingfor n>N that
(ty +tn.tg +tn) Ulto,to) = (to.tg +tp) (12)
(tz + N, by + 1) Ut to) = (to,tg + ) (13)

from where, taking into account that 4.1 b) implies the independence of the limit on
(th).(Np):

f’C(to.tb) >C(t'1+tn,t1+tn) >=<f.Chgy+ty) >®@ b (14)

f’C(to,t&)) C g nn i +nn) >=<f.Cigty+ny) >®@ D (15)

bl B,. The relations (14), (15) compared with (9), (10) give a contradiction and we have that
X hasaright limitin ty.
Itisshown similarly that x hasaleft limitin t; and the differentiability of y too.
4.14 Let the distributions f,g:D ® B,. We definethefunction f A g:D ® B, by:
"iTD,<fAgj>=<f,j>A<g,j> (1)

4.15 Theorem The function f A g isadistribution.

Proof The property of linearity of f A g, aswell as the convergence of

(<fAgysj¢, > (<fAgysj_ i, >) whenyl Diff,(t,) isreal positive convergent to
Oandj T D -areobvious.

4.16 Remarks a) The theorem 4.15 justifies the notation < f A g,j > for the value of the
function f A g inthe ‘point’ j .
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b) In the special case of the regular distributions, for f,gl || o itistrue:
[fAgl=[f]A[d] D

4.17 Let the distribution f :D ® B, and thefunction y T Diff . The property 3.11 of the
regular distributions suggests the next definition: the functiony : f :D ® B, isgiven by:

<y>f,j>=<fy’j>jiD 1
The definition is correct, because for any | , thefunction y *j isatest function.

4.18 Theorem The function y > f isadistribution.
Proof The linearity, as well as the property of convergence are obvious.

4.19 Remarks a) The previous theorem justifiesthe notation <y > f,j > for the value of the
functiony > f inthe ‘point’ j .

b) We have the special case at 4.17, when y isthe constant function, that is identified
with a Boolean constant.
4.20 We note with D ' the space of the D ® B, distributionsthat is from an agebraical
point of view organized as B,-linear space and Diff -module.

4.21 Let thedistribution fT D ' and tT R. The property 3.10 of the regular distributions
suggests the next definition: the function f; : D ® B, isgiven by:

<fyj>=<fj_¢>j1D €
The definition is correct because forany j T D ,j . isatest function.

4.22 Theorem f; isadistribution.
Proof We make use of the fact that
(AT =it Ay «y
wherej,jT D ,t1 R etc.
4.23 Remarks a) The previous theorem justifies the notation < f;,j > for thevalueof f; in

] .
b) We have by the replacement of t with - t :
<fij>=<fj;>jID D
o) If [f]T D 'isaregular distribution, then the next property is fulfilled:

[fel=[f] 2
5. Examples of Distributions

5.1 Thenull function 0:D ® B, isadistribution, the null element of the B -linear space,
respectively of the Diff - module D '.

5.2 We define the function d: R® B, in the next manner:

i1t=0

dt) =c(q (1) = % 0t 0 1)

5.3 The next locally integrable functions define regular distributions: d,dtO :
dig Ady A..Ad, X di, :R® By, where{t, |zl Z} isalocally finite set:
Ndz 2
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<[d.j >=j (0) (1)

<[di1i >=j (to) 2
<[dg Ady AAdy 1 >=] t)A] A .A] () 3
<X di,1j >= X j (tz) (@

In(1),...,(4,j1 D .
5.4 Thefunction diy :D ® By,
<dgy.j >=] (tp- 0) )
wheretyl R and j T D - definesasingular distribution.

Proof a) We show that d{o isadistribution. The linearity being obvious, let us consider the

function y T Diff , the real positive sequence (t,,) that convergesto 0 and the function
j1 D .Wehave:

<dig,YJt,>=Y(0-0) (lo-th-0)® y(tp- 0)% (to- 0) )
<dig.Y§ -t, >=Y(lo- 0% (fo+tn- 0)® y(tg- 0)% (o +0) 3

b) We show that dy, issingular. Against all reason, let f1 1 o Sothat
"j 1D, <dy.j >=<[f]]j > (4)

Because of 4.13 c), the binary sequence (< dt'o C(to- tn.to) >) hasalimit, i.e. it converges
towards

C(to-tn.to)(to- 0) =1 ©)
On the other hand, we have:
¥ ¥
SN, n® N, <[f].Cag-tn.tg) >= OF C(tg-tnte) = @=0 (6)
-¥ -¥

resulting a contradiction. dy, issingular.

5.5 The next distributions are singular: d”.d* iy Adgy A Ady . Ad) A.Ad

X di,, X dt+ZT D ', where {t, |zl Z} islocally finite. We write only the ‘left’ examples:
2l Z 2l Z

<d ,j >=j (0- 0) 1)
<d{0Ad{1A...Ad{n,j >=j(tg- OAj ;- OA..Aj(t,- 0 2
def
< X d,,] >= X <d,,j >= X j({t,-0 3
A ) X <Chy] ZTZJ(z ) €)
withj I D .
5.6 The next distributions are singular:
<dig Ady.j >=j (to- 0)Aj (to) =D7j (to) (1)
def
< X (di,Ady)j >= X <d_Ad_,j>= XDjt 2
ZTZ(tZ t, )] B <O, Ad ) == X j(tz) 2
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where {t, |zl Z} islocally finiteand j T D - aswell astheir right duals.

5.7 The functions

¥
<fj>= i D
-¥
¥
. N +-
<g,j>= P’ 2
- ¥
define singular distributions, where j T D .
Proof @) We show that f from (1) isadistribution and we refer to the formula of
representation 2.1 (2).
¥
al) Theintegral (P°j makessensefor any | ; thisfact results from theinclusion
- ¥
supp D7 T {to,ty e tiersd -
¥
a.2) The formula of definition (1) of f showsthat itislinear (both ¢ and D™ are
-¥

linear).
a.3) We show that 4.1 b) istrue. Without loss, for y T Diff we shall suppose that

supp D7y, supp DTy T {...,t.1,t0, b1, b1, ts 20} » Where (t,) islocally finite. We get
for (t,,) positive convergent to O the existence of some NT N with
lo<to+tp <t <f+lp<..<lpg <lsg +lp <tis2
supp D™ (y 4§ )1 {to+tntute + e tien ticer +tn}
true whenever n3 N, showing the convergence of (< f,y 3j ¢ n >) . The convergence of
(<f,y>j. th >) issmilarly proved.
b) In order to prove the singularity of f , let us suppose that some hl I . existswith

A ¥ ¥
"iTD, P = & 4
- ¥ - ¥
We take
I =Cig.y] )
with the property that supp h U(tg,t] = Z&. Itistrue:
¥ ¥ ¥ ¥
C‘P'j = (\}itl =11 0= c‘p: 6-.»1 (6)
- ¥ -¥ -¥  -¥

contradiction. f issingular.
58Letj1 D likeat2.1(2). The association
.. . . . to+t . S . A
D 'j a<f,j>=jt)Aj (GHA] WA A FFDAj )T B, @)

definesafunction f:D ® B, that isasingular distribution.
Proof The fact that the function is a distribution was already stated at 4.10. We show that f
issingular. We have:
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"nl N,<f,d, >=1 (2

n+1
On the other hand, for any g1 1 ,. We have the existenceof an N sothat n3 N
implies:
g>d 3 =0 ©
n+1
¥
<[g]l,d 1 >= Qgd ; =0 (4)
n+1 _¥ n+1

The contradiction that we have obtained showsthat f issingular.

6. The Fundamental Functionsthat Are Associated to a Distribution.
The Support of a Distribution

6.1 Let the distribution f1 D '. We define the function F : R? ® B5 in the next manner:
Ft)=<f,cqm>tt'T R (1)

6.2 Remarksa) If t'3 t", then
Ft.t)y=<f,ceg>=<f,0>=0 Q)
b) The functions F(t',:), F(:,t"): R® B, aredifferentiable, see 4.13 c).
c) Werecall that the function Fo: R® B, from 4.13 (2)
Fot)=<f,cgy >t R (2)
is differentiable.
6.3 With the previous notations, each distribution f isof the form:

. CtgHt Ct .

< f.j (to) gy Al (%)x;(to,tl) ALAj( k+2k+1)>c(tk,tk+l) Aj (tk1) i,y >= ()
. gt Ct .

=] (to) Fo(to) A (%)X':(to,tl)'&---'&l (%)ﬂ:(tk’tkﬂ)'&l (ti+2) Fo (tic+a)

wherej 1 D .

6.4 The functions Fx,F* : R® B, are defined like this:

F(t)=lim < f,cq. > 1

®) Jim t-et) 1)
e >0

F ()= lim < f,c > t1 R 2

(t) Jim (tt+e) )
e >0

6.5 Theorem F«,F  aredifferentiable.
Proof Let t"1 R arbitrary and fixed and let t'<t" chosen so that for any x1 (t',t"):

F(xt")=a (1)
Fo(x)=b 2
with a,bT B,. Such t',a,b exist because of 6.2 b) and ¢). If x,x' satisfy t'<x <x'<t",we
have:
<f.cpry>=<f.ocxx)>A<fcpn >A<f oy > ()
a=<f,cxyx)>AbAa (4)
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and thisis equivalent to the existence of F«(t"-0),i.e.
Fs (t"- 0) =b = Fq(t"- 0) (5)
Asat theright of t", F(>,t") isnull, it resultsthat F« T Diff , because t" was
arbitrarily chosen.

In asimilar manner itisshown that F~ 1 Diff .

6.6 The four functions F, Fy, F, F* that were previously defined are called the fundamental
functions that are associated to the distribution f .

6.7 The fundamental functions are not independent on each other. We have properties of the

type:
a) Fot)=Ft' )A Ftt")A F(tt"), t'<t<t" (1)
b) Fc(t)= lim F(t- gt) 2
e® 0
e >0
F'(t)= lim F(t,t +e) 3)
e®0
e >0
c) there exists the strictly increasing locally finite family {t, |zl Z} with
21 Z,"t] (tz,t41), Fltztze) = F (t) A Fo() A Fe(tze2) @
Proof We prove c). Let toT R befixed; t; >t existswith the property that
F(to.t) = F (to) 5)
Fo(t) =Fo(to +0).t1 (to.ty) (6)
from where the fact that

F(t.t) =F(to.t) A Fo®) A F(to.1) (= F(to, ) A Fo(to +O A F (1)) (7)
gives the conclusion
Fe(ty) = Fto.ty) A Fo®) A F” (to) ®
i.e tg,ty arelike at (4).
Let us suppose that tg <t; <...<t, areaready defined. Wetake t, 41 >t, inthe
following way:
F(t;.) =F (t,) (9)
Fo(t) =Fo(tz +0).tl (t;,tz41) (10)
resulting
F(ttze1) = I:('[thz+1)A FO(t)A F(tz,t) (= F(tZ’tZ+1)A Fo(t; +0)A F (t2)) (11)
and
Fe(tze1) =F(tz.tze) A Fo A F (t,) (12)
i.e tg,...ty41 actlikein (4).
The sequence (t,) ;3 o that is obtained iteratively may be chosen to be strictly
increasing locally finite, because the supposition that a convergent subsequence (t, o )p

necessarily exists gives a contradiction. In a similar manner, there are obtained iteratively
t 1,t_ Dyens
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6.8 @) The distribution fT D ' definesafunction F: R?® B, by therelation 6.1 (1). F
satisfies the properties 6.2:
iyt t'p F(t',t")=0 Q)
i) F(t',»), FC,t)T Diff,t',t'T R
b) Conversely, let us remark for the beginning that any j T D may be written asa
sum of functions of the form Ct't") » if we take into account that

¢y =Ce Acue Acq ) t<t<t’ 2
Let now F:R?® B, begiven sothati), ii) are fulfilled. We define the function
f:D ® By by:
<f.c .. A Ac . « >=Ft ) A AF(t,t) k31 3
) (Gt (t1.ty) (tk k) €)

tltltktkT R and this represents the extension of the formula 6.1 (1) at all the test
functionsj T D , by linearity. Weshow that f1 D ', the linearity being obvious.
Let (y,(ty),j) sothat y T Diff satisfies (without |oss)
supp D y,supp DTy | {...t_1.to.te k4103, () isareal positive sequence convergent
toOand j T D isgivenby 2.1 (2). Thereexists NT N sothat n3 N implies;
W<t <tg<to+t, <ty <ty +t, <..<tegpq <tap+tp <tgso <..

YAt =Y (0504 (t0) gty AY (404 (52 C gt ) A (4)

Ry )4 (452 Ay (52)5 (L) ey et A

Ay (%M (1) Ty +t ) A Ay (%” (tier1) Cteag +tn)

the convergence of (< f,y 3j ¢ A >) resulting from the linearity, from i) and from (2).
In a similar manner the convergence of (< f,y ?j “th >) isproved. f isa

distribution.
6.9 Thesupportof f1 D ' isby definition the support of the function F : R?Z® Bo,

def
supp f = supp F ={(t',t") |t t")T R F(t't") =1 1)

6.10 We have a one-one association between the distributions f 1 D ' and the functions
F:R°® B, having the properties 6.8 1), ii). In asimilar manner to the one-one association
between the functions x: R® B, and their supports supp x1 R, we have also a one-one
association between the distributions f 1 D ' and their supports.

6.11 Theorem The distribution fT D ' isregular if and only if the next conditions are true:

i) I:Oi I'Loc
i) F(t)=F (t)=0,tT R (1)
Proof Only if Let ussupposethat [ f] isaregular distribution, f1 I o.. Then
¥
Fo(t) =<[fl.cqy >= Of (= fOT 1 oetT R 2
-¥
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and on the other hand, for any t1 R, thereexists t'<t so that

supp f U(t't) =& (©)
giving
¥ ¥
Fx (t) = Of >C(t',t) = @:O (4)
Y -¥

and similarly for F(t).

If Because Fgl || o, it makes sense to refer to the distribution [Fy]T D ' andlet j T D .
There exists the strictly increasing locally finite family {t, | zI Z} (see 6.7 ¢)) with

the property that | can be put under the form:

j () =c(a oA .A C(ap,bp)(t)A Ciop,cpt O, tT R 5
p,nT N and the following conditions are fulfilled:
) al,bl,...,ap,bp,cl,...,cni {t,|z1 Z} (if p=0 or n=0, then the condition is

superfluous for these terms)

i) "zl Z,"t1 (t,,t,41),F(t,t4q) = Fo(t) =0 ©6)
It results that
<f,>=< f,C(al’bl)A...AC(ap,bp)AC{cl ’’’’’ cnl >= ©)

=< f’C(alvbl) >ALA< f’C(ap,bp) >A < f’C{C]_} >SA. A< f’C{Cn} >=

=F(a,b) A ..AF(a,,by)A Fo(c)A...AFy(cy) =
¥

=Fo(c)A .. AFy(ch) = Fo =<[Fol.j >
-¥

7. TheLimits and the Derivatives of the Distributions

7.1 Werecall that for any real positive sequence (t,,) convergent to 0 and for any test
function j T D , thedistribution f1 D * being arbitrary, the binary sequences (< f,j ¢, >),

(<f,j_-¢ n >) are convergent and this means the existence of the next limits:

lim <f o) >= lim <f,jg> 1)
e® 0 e® 0
e >0 e >0
lim <fg,j >=1Iim<f,j_o> 2
e®0 e®0
e >0 e >0

7.2 Notation Let fT D '. Thefunctions f~,f:D ® B, aredefined in the next manner:

<f,j>=1lim<f,jg> (1)
e® 0
e >0

<ffj>=lim<fj_o> 2
e® 0
e >0

7.3Theorem f~,f" aredistributions.
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Proof The linearity is obvious. We give a hint on proving the fact that being given y T Diff |

the real positive sequences (t n),(t'm) convergenttoOand j T D , the binary sequence:

not
<f,y¥ . >=1lim<f,(yx . > = 3
yAp >=lim <t in > = am (3
is convergent. Without |oss, there exist the numbers
to <tp <...<tg41 <tk+2 (4)
so that
, , . to+t ,
j (=] (to)cqgy (DA] (%)x;(to,tl) A} )iy OA..
b+t ,
LA e ) OA] () T © (5)
to+t
y () =..Ay(to) Tpy OAY (%) X (1,1) DAY () Ty DA
ti 41+t
Ay CETER) 0 ) DAY ta2) o OA L (O
! pT {Ol"'lk+]}1" tT (tpvtp+1)!F(tp1tp+1) = F*(tp)A I:O(t)A F* (t p+1) (7)
and the number NT N with the property that m,n> N implies:
to <to+tm <to+tm+tn <ty <..<tipg <t +tm+th <tgsp )
The sequence (a,) isconvergent, because the value of the binary numbers:

<f < f

.C . > .C . >
{to+tm+tn} (to+tm+tn.ty)

f,c o> <fe - - ><f,c . >
{tk+1+t m} (tk+1+tm,tk+1+tm+tn) {tk+1+tm+t n}
in the hypothesisthat m,n> N, does not depend on m,n and we apply the linearity of f .

7.4 Remark Theproperty 7.30f ™, f " justifies the notations 7.2 (1) and (2).

7.5 Thedistributions f ™, f* arecaled the left limit of f respectively theright limit of f ;
these distributions are called together the lateral limitsof f , or simply the limitsof f .
7.6 The distributions that are defined by the next sums:
D f=fAf" (1)
DY f=fAf" 2)
are called the left derivative of f , respectively the right derivative of f and their common
nameisthe lateral derivatives, or the derivatives of f.

7.7 All the distributions fT D ' admit lateral limits and al the distributions have derivatives.
The next formulas of iteration of the limits and of the derivatives take place:

(f7)y =f D
(f)"=f* @
(f7)y =f- €)
(FH"=f" 4
DD f=D f (5)
D'Df=D"f (6)
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DD f=D f 7)

DD f=D"f (8)
Proof We show (2):
<f ,j>=lim<f,jg> 9
e®0
e >0
<(f )" >=lim<f j.g>=lim lim<f,jgeg>= (20)
e€®0 e€® 0 e® 0
e >0 e >0e >0

= lim <f,j_g>=<f*j>
e® 0
e >0

7.8 Taking the lateral limit, as well as the derivation arelinear D '® D ' functions (relative
to the structure of B -linear space, but not relative to the structure of Diff -module of D ).
7.9 Examplesa) <[di,] ,j >= lim <[di,].] e>= lim | o(tp) = 1
plesa) <[di)] .j Jim [dipli e eOOJe(o) D

e >0 e>0

=j (to- 0)=<diy.j >,j T D g1 R

thus
[dto]_ :dEO (2)
b) f1 D ' isdefined like at 4.10 (1). It is seen that:
f=f" 3
7.10 Other distributions may be defined by replacing 7.1 (1), (2) with
lim<f.,,j>=Ilim<f,j,> Q)
X® t X® t
x >t X >t
lim < fy,j >=1lim<f,j_y> 2
X® t X® t
X >t X >t
etc.

8. The Test Functions of Two Real Variablesand the Distributionsthat They Define

8lLetj,: R2® B, afunction and the next conditions (that will be compared with the
conditionsfrom 2.1 a),...,e)):

a)j 1 Diff
b) the number M >0 exists with the property that for any (t,u)1 R? with
Vt2 +u® > M , we have:
j 2(tu)=0 (1)
c) thereal numbers t',t" and u',u" exist with t'<t" and u'<u" so that

suppj o I [t',t"]" [u',u'],i.e. j » vanishes outside a compact set
d) j » isof theform:
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k+1p+1

j 2(t,u):i>:(o j):<oj 2(t,U1) (3 (0 Cqujy (WA @
k pt+l tj t|+
Auxo XOJ 2( U)Xy :ti+1)(t)>c{uj}(u)A
k+1 +1
A IX0 X j 2(t|, )m{ti}(t))«:(ujxuj+l)(u)'&
tj +t Uj+uj+1
A|XOJXOJ (|+2|+1’ : J+ )y t|+l)(t)>c(u UJ+1)(U)

where k, pT N, (t,u)T R? and to <ty <...<ty4q, respectively Up <uq <...<Upyg.

€) suppj » belongstothe setring S @ that is by definition generated by the sets:
()" (uu).{t}" (), &) {up.{t}" {u}

where t,t',u,ul R.

8.21f | , fulfills one of the next equivalent condition from 8.1:

a)andb) U @ andc) U d) U e
then it is called test function (fundamental function) of two real variables, or simply test
function (fundamental function).

8.3 The space of the test functions of two real variablesis also called the fundamental space
(of the functions of two real variables) and is noted with D @)

8.4 From the algebraical point of view, D @) isa B,-agebra; D (?) isalso anideal of
Diff (2),

85Letj,1 D @ atest function. We remark then that j »(to, ), ] 2(>,ug)T D , where
to,UoT R.

8.6 Thetranslation of j 5 with (t,n)T R? isby definition:
i 20y LU =] 2(t- tu-n),tul R (1)

8.7 We consider the quadruple (Y 2,(t n),(Nm).j 2), wherey > 1 Diff (2),(t n).(Ny) are
two real positive sequences that convergetoOand j ,T D @ They define the next double
sequences of test functions: (Y 2°J 2 n v )V 2°0 20 ¢ 0y OV 221 24 ey )
(yo2?j 2ty ) ), that we shall call |eft-left convergent,..., right-right convergent.

8.8 The B,-algebra | E%)C of the locally integrable functions consists in the functions
fy: R?® B, with alocally finite support:

"ttt u,u'l R (") (u',u") Usupp fs, isfinite
8.9 The regular distributions (over D (2)) are defined by the locally integrable functions

fol | I(_o)c in the next manner:
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<[f2lj2>=p(supp f22j 2 )= X _fa(xx')’j 2(%X),j o1 D @) (1)
xx) R

8.10 We call distribution (over D (®) afunction f,: D ¥ ® B, that satisfiesthe next
conditions:

a) itislinear

b) for any quadruple (y 5,(t ), (Ny),j 2), Wherey 51 Diff (2),(tn),(nm) aretwo
real positive sequences that convergetoOand j 51 D @) the sequences:
(20221 2 ny ) (T2 220 2 3D (T2(y 200 2y D)
(foly 2] 2ty npn) )) havealimit when n,m® ¥ (for example the next property

$al B,,$NI N,"nm3 N, fo(y 23] Z(In,nm))=a D

istrue).
8.11 The value of the distribution f, in j 5 isnoted by tradition with < f5,j » > (instead of
f2( 2)).

8.12 We note with D @' the B, -linear space and the Diff (2) _module of the distributions
f,: D @@ B,.

9. The Direct Product of the Distributions

9.1 a) Generally speaking, if two functions f,g: R® B, aregiven, the following function
f Ag:R?® B, may be defined:

(f Ag)(t,u)=f(t) g(u),t,ul R 1
called the direct product, or the tensor product of f with g.
b) It istrue the next relation:

supp f A g=supp f " supp g 2
9.2 We give for 9.1 the example of two test functions j ,j ;1 D ;wehavej Aj .1 D (@,
because from
kil i t|+l
j()= X J () xcqy; }('[)A XJ ( )Xt ti41) () 1)
p+1 uj+

ja(u) = X J 1(Uj) Xy }(U)A X J 1( )”C(u ujep) (W) @)
we get:

o k+1p+1. .

(Aj 1)('[,U)=_>_< j>_<O(J AJ ), uj) xcry (1) >‘C{uj-}(U)A €)

k p+l

AX XA P uj)xcai,tiﬂ)(t)xc{u,.}(u>/&

k+1
A X X (J Aj ), )><?{t,}(t)><‘»(uJ uj+1)(U)A
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& +t|+1 uJ uJ+1

A X X (J Aj 1 )7t t41) (0 Cujuj4q) (W)

In(1),...,(3), we havesupposed that k, pT N,t,ul R.tg <t <...<ty4 and
Ug <UW <..< Up+1.
9.3 Our purpose in this paragraph is that of transferring the definition of the direct product of
the functions to distributions. For f,g1 1, wehave f A g1 IE%)C, [fAg]ll D@ and, by

using the same notation ' A ' for the direct product of the distributions to be defined, we must
have:

[fAgl=[f]A[d] (1)

9.4TheoremLet f1 D' andj ,1 D @ Thefunctionj': R® B, thatisdefined inthe
following manner:

i'M)=<fjat>)>tlR 1)
isatest function.
Proof a) Let usremark in the beginning that because for any fixed tT R, the function
j 2(t,3) isatest function (see 8.5), theformula < f,j »(t,:) > that defines j '(t) makes

sense.
b) We refer to the expression 8.1 (2) of j » and we see by adirect computation that:
k+1
tj +t
OERSNCOLINICLY XJ 'ES ) e ) © 2
where

p+1
j() = X J 2(ti,uj) Fo(uj) A X J 2('[“

tUj+1 T
)X (Uj,Uj4),i =0k+1  (3)

i PHL
== 2'+1):j>:<01 2(- Z'Jrl,uj)x':o(uj)A

p i ti +ti Ui +u; 1 ) —_—
A XiaC5, F)F U, Uj) i =0k “)

j " isatest function.

9.5 Notation Another manner of writing the relation 9.4 (1) is:

j () =<f(u),j2(t,u)>tul R D
9.6 Remark The advantage of the notation 9.5 isthat of indicating that f acts on the second
variable of j 5. The disadvantage isits abusive character, the argument of f is
j o(t,2)T D ,notul R.

When we work with functions that have several variables, notations like 9.5 can be
useful.

9.7 Theorem It istrue:
Dij'(t)=<f,Dfjo(t,¥)>tl R )
D} '(t) =< f,Dfj 2(t,¥) >t R )

where the symbols D; , D;" refer to the lateral derivation relativeto t.
Proof Therelation
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jrt+t)=<f,jo(t+t,)>tI R 3
may be writtenforany t | R and, asj ' isatest function, we may take the limit in (3), for
example:

j'(t- 0)=<1f,jo(t-0,3)>1tl R (4)

By the summation of (4) with 9.4 (1), 9.7 (1) results.

98Let f,gT D'j,1 D@ andjT D definedby 9.4 (1). When j , isvariable (and j ' is
alsovariable) f and g being fixed, the formula:
<fAgjz>=<gj'> (1)
can a'so be abusively written under the form
<(fAQ)(tu),j 2(t,u)>=<g(1),j '(t) >=<g(),< f(u),j 2(t,u)>>,t,ul R (2
It definesafunction f A g:D CNG) B, that is called the direct product (or the tensor
product) of the distributions f and g.

9.9 From the formulas 9.4 (2), (3), (4) and with the notations G, G for the fundamental
functions that are associated to g, we have the next computation of the valueof f A g in

j 2
. _ k+1p+1_
<fAgj2>= X j)—(OJ 2(tj, uj) *Go(t; ) Fo(uj) A 1)

K PHL

A i§0j>:<01 2(+ 2|+1’Uj)>G(ti’tHl)XF0(uj)A
k+1 p _ Uj+uisl

A X j)—(OJ 2t~ 2J+ )Gy (i) XF (Uj,uj1) A
K b tj+tjeq UjHUj+1

Ai2<0j)—<oj 2G5 ) G(l t41) F (U, Ujg)

9.10 Theorem fA gl D @',

Proof The linearity is obvious and the property of convergence 8.10 b) results from the
linearity, from the formula 9.9 (1) and from the properties of the fundamental functions F,

Fo.G,Gp.
9.11 Theorem Let f,g,hl D '. The next properties are true:
a) fAg=gAf (1)
in the sense that the next relation is fulfilled:
"j o1 D @ <g(t),< fu)j 2(tu)>>=<f(u),<g(t).j »(tu)>> )
b) (fAgAh=(f Ah)A (gAh) 3

c) After defining the spaces of test functions D 3 and of the distributions
D ®e B, , we have the associativity:
(fAg)Ah=fA(gAh) 4
Proof a) It results from 9.9.

b) Obvious.
C) It is necessary to replace the formula 9.9 (1) with the formula:
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. . ) k+1 p+1|+l_

<fAgAhjz>= i2<0 j>_<03>_<01 3(ti U, Vs) XHo () xGo(uj) Fo(vs) A ... ©)

A )k( )Fé )l( J (ti +i41 UjtUj+1 vg+vgyq
“iZ0jS0s=0 B2 2 2

where j 31 D @ etc.

)X (4t +1) XG(Uj, Uj11) XF (Vs Vsi1)

9.12Letyl Diff,f,gl D'j 1 D @  Thefact that:
<y (u)> f(u),<g().j 2(tu)>>=<f(u)yu)><g(t).j 2(tu) >>= 1
=< f(u),<gt),y(u)*j 2(tu)y>>=<y:(f Ag)jo>
where t,ul R allows usto write briefly
(y>f)Ag=y:(fAg) 2
Anyway, the relation (2) must be understood keeping in mind the fact that the
‘arguments of y, f,g are u,u,t.
9.13For f,g like before, we study the behavior of f A g relative to the derivation of the
distributions. Because the function

y(u=<g,j20>,u)>ul R (1)
is atest function we can write
< Dl:l (f A g)(t,U),J Z(tvu) >= (2)
=<(f Ag)(t,u),j z(t,U)>/3~eIg%<(f A g)(t,u),j a(tu- €)>=
e>0
=< f(u),<g(t),j 2(t,u) »Aég%< f(u),<g(t),j o(t,u- €) >=
e>0
=< f(u),<g(t).,j o(t,u) >>Aelg%< f(u+e),<g(t),] o(t,u)>>=
e>0
= lim < fWA f(u+8),<g(0.] 261 >>=<((D; ) A g)(t.u)j 2(t.u) >

e>0
If we keep in mind the variables u,u,t to which the left derivation operator, f and g
refer, the relation (2) can be briefly written like this:

D' (fAg)=(D"f)Ag 3

9.14 Examples of direct product of distributions. &) Let {t, |zl Z},{u,, |wl Z} two locally
finite familiesand [ X dtz],[ X duW]T D ' theregular distributions that they define. We
4z wi Z

havefor j 1 D (;

¥ ¥

<[ X dy JA[ X dilij2>= ¢ X d(t-t,) )y X d(u- uy) o(t,u) = 1

[WTZ ™ [ZTZ e, 10 2 _gtzTZ ( Z)_SUWTZ ( w) % 2(tu) 1)
= X X jotyu

zTZWTZJ 2(tz, Uy)

¥ ¥

where the symbols ¢y, @ indicate the variables relative to which the integration is done.
-¥ -¥
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b) We notewith g1 D * the distribution 5.7 (1) and we have for j ,1 D @ and
upl R:
¥
<dyg A g,j2>=<g(),<dyy.j 2(tu)>>= P7j 2(xUg - 0) )
-¥

10. Distributions Over Test Functions of Several Variables

10.1 This generalization refers to the number of independent variables of the test functions, in

the sense of the definition of the spaces D ,D @ ey D D (2)',..., problem that was already
dealt with in the previous paragraphs. We give a hint on the steps to be followed.

10.2 Step |, the definition of the differentiability of the functionsj : R" ® B, (by
generalizing 1.12, 1.17).

10.3 Step 11, we define the test functions j T D () to be the differentiable functions

j T Diff () with the property that they have a bounded support.

10.4 Step 111, we define the distributions T D (W' to be the linear functions f:D M ® B,
with the property that for any n+2-tuple (y,(t p, ).-...(t p,,).j ), where j T Diff ("),

(t I[,1), o (t pn) are real positive sequences that convergeto zeroand j T D ) \we have

that p1,...|,||gr11®¥ RN oy ikt pn)) exists (for example the next property
$al By, $NI N," pr,..., pn 3 N, f(y *j (¢ byt Pn)):a 1)
istrue).
We have noted
I (et . pn)(tl’""t”) =jtamtp tamtp ), ety I R 2

11. Other Distributions

11.1 As opposed to 10, this second type of generalization of the paragraphs 2,...,9 refersto
thefunctions j : R® B, and starts from redefining the notion of test function.

11.2 @) It is called space of test functions (or fundamental space) aset K 1 Diff with the
next properties:
al)jT K tT RPj{TK

a2)jiKpj ,jfikK
al)j,jTK PjAjTK
ad)yl Diff jTK by:TK

b) Thefunctionsj | K arecalled test functions (or fundamental functions).

11.3 Remarks a) All these properties were used in the previous paragraphs.
b) K isinvariant to trandations, it contains a function together with its lateral limits,

itisa By-algebraanditisalso anidea of Diff.
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11.4 Examples of spaces of test functions. {0} and Diff are the two improper subspaces of
Diff that fulfill the conditions of the definition 11.2. We have noted with {0} the set formed
by the null function R® B,.

Other examplesare D , I oc and Iy .

11.5 Proposition If K * {0} isaspace of test functions, then ¢ T K ,toT R. 1y isthe

smallest non-null space of test functions (in the sense of the order given by the inclusion).
Proof Let j T K anon-null test function (we can take such a function because K * {0} )

and let us suppose that ty isapoint where j isequal with 1. Because c{tO}T Diff , from
11.2 a4) we have that

Ctg} °} =Citgy | K (D)
11.6 Let K aspace of test functions. We call distribution (over K') alinear function
f :K ® B, that fulfills one of the equivalent conditions:

a) for any triple (y,(t,),j ) with y T Diff, (t,) area positive sequence that
convergestoOand j T K , the binary sequences ( f (y 3j tn))’ (f(y>j -tn)) are convergent.
b) for any couple (y,j ) with y T Diff,j T K ,thefunctionin t: f(y 3j {) is

differentiable.
11.7 @) Thedistribution f over K issaidto beregular, or of function type, if afunction
0: R® B, existswith the property that

¥
fG)=¢p5.iTK 1)
-¥
b) If f isnotregular, thenitiscalled singular.

11.8 By tradition, we shall note with < f,j > (instead of f (j )) the value of the distribution
f inthe'point' J ; other notations are < f (t),j (t) >, (f,] ) etc.
If the distribution is regular, we shall continue to use the notation <[g],j >.

119 Theset K ' of the K ® B, distributionsis obviously organized asa B -linear space
and Diff -module. The trandation of adistribution, the limit and the derivative are easily
defined.

11.10 We have the next inclusions of spaces of test functions and of spaces of distributions:
{01 1y 1 I g1 Diff {O}'E Iy E || o E Diff’
Iy 1 D 1 Diff, 1y ED'E Diff'
{oy1 K 1 Diff,{O}'E K 'E Diff"
where K isan arbitrary space of test functions.
11.11 Notation For K like before we note:
RegK ={f|f:R® B,,[f]T K } (1)
11.12 Reg K isa By-linear subspace and a Diff -submodule of Diff .
11.13 Theorem The next statements are true:
3) Reg{0} = BY 3 {O'={[f]] fT BF} ={0]0:{0} ® By} (1)
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b.1) Reg Iy = Diff by Iy ={[f]| f1 Diff} )

b.2) Reg Diff =1y (©)
cl) Regl o =D (4)
C2) RegD =l )
Proof @) Let f1 BZR arbitrary. It defines the null function:
¥
"iT{0, of ¥ =0 (6)
- ¥

that isadistribution of {C}'.
a)' The only linear function {0} ® B, isthe null function, that is a distribution.
b.l) Let f : R® B, arbitrary. From the fact that c{t}i ly ,wheretl R,the

condition
<[f].cqy >= f(t)1 Diff (7)
showsthat Reg ly I Diff . Theinverseinclusion is obvious.

b.1)' Let f1 Iy, for whichwe have:

def X
Fot) = < f,cqy >1 Diff 8)

Any non-null test function from Iy isof theform cg, ALA Cit,) and f actsonit
in the next manner:
< fvc{to} A.LA C{tn} >=< f!C{to} >ALA< f,C{tn} >= Fo('[o)A A Fo(tn) = 9

=<[Fol,Cftgy A - Acqyy >
i.e. f isof function type:
f =[Fol (10)

showingthat Iy T {[f]| f1 Diff}. Theinverseinclusion resultsfrom b.1).

b.2) Let f :R® B,.Because 11 Diff and supp f >1isfinite, weinferthat f1 Iy,
thus Reg Diff | 1y . Thefactthat Iy | Reg Diff iseasily proved.

c.1) Letthefunction f :R® B,.As c{t}i [ Loc, likeat (7) f definesaregular
distribution if it is differentiable and moreover if " j T 1 o, supp f 3j isfinitei.e. if
supp f isbounded, resulting that fT D . Wehave provedthat Reg || o1 D . Theinverse
inclusionis obvious.

c.2) Let f :R® B,.Thecondition"j | D ,supp f>j isfiniteimplies f1 14,
thus Reg D 1 I .. Theinverseinclusion isobvious, because this was the definition of the
regular distributions.

11.14 We have here the open problem: does | LOC contain singular distributions ?

12. The Convolution Algebras of the Distributions From D

12.1Let f,g1 D' two distributions. The function
y(=<gj.4>ul RjTD 1)
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isadifferentiable function (with an unbounded support, generally), because it isa sum of
differentiable functions of the form Gy(t; - u),i =0,k +1, G(t; - u,tj41 - u),i =0,k, Gy, G
being the fundamental functions of g and thisiswhy it makes sense sometimes, for example
if 1 Diff'l D', toreferto< f,y >.

12.2 It iscalled the convolution product of the distributions f and g (inthis order) the
function f *g:D ® B, that isdefined by

<f*gj>=<fy>=<f(u),<g()) (t+u)>> )
wherej T D and t,ul R.

12.3 Asresulted by the successive application of two distributions, the convolution product is
adistribution, thisis obvious. Thisfact justifies the notation that was used at 12.2.

12.4 It isanatural desire to present the convolution product of the distributions to be their
direct product, under the form:
<f*gj>=<fAg,jos> (1)

where s : R ® R isthe sum function:
s(t,u) =t+u,t,ul R (2)

Thisfact is not possible however, becausewhen j T D ,j osi D @. ] 0s isnot,
generally, differentiable or with bounded support.

12.5 Counterexample at 12.4. The function di D fulfills the previous property: the
function of two variables
(dos)(t,u) =d(t +u),t,ul R (1)

does not belong to Diff ) and it has also an unbounded support.
12.6Let f,g: R® B,; their convolution product isthe function f * g: R® B, defined by

¥
(f*9)(t) = Ox F(¥)xg(t- x) 1)
- ¥
12.7 We define the following sets of locally integrable functions f : R® Bj:
ling ={f|"al R, (-¥,a)Usupp f is finite Q)
layp ={f " al R,(a,¥)Usupp f is finitel )

12.8 In the previous definition, aset H I R satisfying

"al R, (-¥,a)UH isfinite

"al R,(a,¥)UH isfinite
is called inferiorly finite, respectively superiorly finite.
12.9 There exists the situation when the convolution product of f,gl |, has sense, for
exampleif f,g belongto Iy, In,lgp andinall thesecases f * gl I oc (more exactly:
f*g belongsto Iy, I , respectively |gyy). In such situations [ f * g]T D' and we can
write that:

<[f~*gl] >=XTXR(f*9)(X)i (x) = )

= X X fu)rgx-u)j(x)= X X f(u)>g(x- u)>j (x)
xI Rul R ul RxI R
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With the substitution
X-u=t (2
that transforms the summation variables x, u in the summation variables t,u, it results
<[f*gl,] >= UTXRﬂXR f(u)>g(t)>j (t+u)=<[f](u),<[g](t),] (t+u)>> (3)

12.10 The formula 12.9 (3) rediscovers the definition 12.2 (1) for the case of the regular
distributions. By comparing these formulas we have that

[f*al=[f]*[g] D
12.11 The regular distribution [d] has a convolution product withany f1 D ' and we can
write that
<[d]* f,j >=<[d](u),< f(t),j (t+u)>>=<1(1),j (t)>= 1

=< f(1),<[d](u),j (t+u)>>=<f*[d],j >jT D

12.12 Itissaid that alinear subspace U of D ' isaconvolution algebra (of distributions) if
it has the next properties:

a) [dT U

b) the convolution product of two or several distributionsfrom U isdefined and it
belongsto U . The convolution product is associative and commutative.

12.13 Examples of convolution algebras.
a) {0,[d]} isthe simplest convolution algebra, where O isthe null distribution.

b) {0,[d],d",d",[d]A d ,[d]Ad",d Ad",[d]Ad Ad"} isaconvolution agebra
that has the remarkable property that it contains a distribution f together with the

distributions f~ and f*. Thisfact isalso true at the next example.
¢)Let I,J,K 1 R finite sets (inferiorly finite, superiorly finite sets). The space of the
distributions of the form

X[d]A X [dj]A X [di]
i it Kl K
isaconvolution algebra.
12.14 Proposition Let the convolution algebra U . The next statements are true:

a) f*(gAh)=(f*g)A(f*h) 1)
b)If f°,f"T U ,thenD f*g,f*D g,D (f*g)l U and the next result
holds:
D (f*g)=D f*g=f*D"g 2

At @), b) the distributions f,g,h belongto U .
Proof b) Thefactthat D™ f,D"g,D” f*g,f*D g,D" (f*g)] U isobvious. We have:
<D (f*g)j >=<f*g,j>Alim<f*gjc>= ©)
e® 0
e>0
=<f,y>Alim<f,y,>=<D f,y>=<D f*g,j >

e®0
e>0

wherej T D andy T Diff isgivenby 12.1 (1).
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